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I hope this discussion contributes to a broader conversation on how to balance public safety risks and the innovation benefits from advances at the frontier of AI and emerging technologies' rapid developments.

Regulators around the world have found no shortage of issues to worry about with the rise of technological innovations, and in particular, artificial intelligence.

What should regulators do about warnings that computers could soon reach a level of intelligence that escapes the control of their makers, potentially having dire consequences for humanity? Should they intervene in algorithms that could bias or distort decisions affecting the everyday lives of billions? What about the risk that chatbots, such as ChatGPT, will supercharge the production of online misinformation or lead to the misuse of vast amounts of personal data?

Questions and doubts are not limited to these. The technology is moving so fast, and the potential risks are, in some cases, so poorly understood, that there is little agreement yet on an effective regulatory agenda worldwide.

Advanced AI models hold the promise of tremendous benefits for humanity but could also possess dangerous capabilities sufficient to pose severe risks to public safety. These models pose a distinct regulatory challenge due to the possibility of their misuse and their capabilities to proliferate broadly.

As recent global societal and political coverage has shown, AI could be used to generate and spread toxic misinformation, eroding social trust and democracy. It could also be used to surveil, manipulate, and subdue citizens, undermining individual and collective freedom, or to create powerful digital or physical weapons that threaten human lives. AI could destroy millions of jobs, worsen existing inequalities, create new ones, entrench discriminatory patterns, and distort decision-making by amplifying bad information feedback loops. Additionally, AI could spark unintended and uncontrollable military escalations that lead to wars.

The recent advancements in Large Language Model-based systems (LLMs) such as ChatGPT have generated immense excitement for the possibilities but have also triggered renewed concerns about job displacement and the potential decline of human labor demand in a wide variety of occupations, from software developers to screenwriters. A recent study conducted by researchers at OpenAI and UPenn highlights the extensive exposure of white-collar jobs to automation driven by LLMs and related tools.

Online misinformation is an obvious short-term threat, just as autonomous warfare seems plausible in the medium term. Farther out on the horizon lurks the promise of artificial general intelligence, the still uncertain point where AI exceeds human performance at any given task, and the (admittedly speculative) peril that AGI could become self-directed, self-replicating, and self-improving beyond human control.

AI is not the first technology with some of these potent characteristics, but it is the first to combine them all. AI systems are not like cars or airplanes, which are built on hardware amenable to incremental improvements and whose most costly failures come in the form of individual accidents. They are not like chemical or nuclear weapons, which are difficult and expensive to develop, store, let alone secretly share or deploy.

As their enormous benefits become self-evident, AI systems will only grow bigger, better, cheaper, and more ubiquitous. They will even become capable of self-autonomy, able to achieve concrete goals with minimal human oversight, and potentially of self-improvement.

Any one of these features could challenge traditional governance models and render them hopelessly inadequate. This all means that, at least for the next few years, AI's trajectory will be largely determined by the decisions of a handful of private businesses, regardless of what policymakers in Brussels or Washington do. In other words, technologists, not policymakers or bureaucrats, will exercise authority over a force that could profoundly alter both the power of nation-states and how they relate to each other. That makes the challenge of governing AI unlike anything governments have faced before, more delicate, and higher stakes.

Governments are already behind the curve. Most proposals for governing AI comprise rules hashed out by political leaders and bureaucrats sitting around a table with little knowledge of the flood engulfing our global community. To catch up:

Attempts to regulate AI



China has rolled out some of the world’s first binding national regulations on artificial intelligence (AI) and has taken significant steps in regulating AI and other emerging technologies. The Chinese government recognized early on, the immense potential of AI, while also acknowledging the need for responsible and ethical use. 
China size the opportunities offered by the digital economy and to that end, in August 2023 issued a document with the deadline of 2025 to boost the country’s global competitiveness in the digital economy and a key force in re-organizing global resources, reshaping the global economic structure, and competitiveness.

At the target date of 2025, the output of core industries in China’s digital economy is expected to account for 10 per cent of the country’s GDP, with a tenfold increase in the number of Chinese households to be connected to broadband with speeds of at least 1 gigabyte per second.

China will also enhance its basic research capabilities in “strategic areas” such as sensors, quantum information, communications, integrated circuits, key software, big data, AI, blockchain and new materials. The country will seek to attain self-sufficiency in basic hardware and software, core electronic components, key basic materials, and production equipment to enhance supply chain security in key industries such as 5G, integrated circuits, new energy vehicles, AI and the industrial internet. The digital economy plan aims at increasing the size of the software and information technology service industry from 8.2 trillion RMB (US$1.3 billion) currently, to 14 trillion RMB by 2025, and boost digital trade from 37.2 trillion RMB to 46 trillion RMB over the same period.
The rules create new requirements for how algorithms are built and deployed, and source of information used. Those measures are laying the intellectual and bureaucratic groundwork for a comprehensive national AI law that China will likely release in the years ahead, that is considered a potentially momentous development for global AI governance on the scale of the European Union’s pending AI Act. Together, these moves are turning China into a laboratory for experiments in governing perhaps the most impactful technology of this era.

Additionally, China has established the Cybersecurity Law, which includes provisions for AI-related technologies. This law aims to protect the rights and interests of individuals and organizations in the cyberspace and regulate the development and use of emerging technologies, including AI.

China has also set up AI-specific development zones and pilot projects to foster innovation and collaboration in the field. These initiatives provide a supportive environment for AI companies and researchers, encouraging the growth of the industry while ensuring compliance with regulations. The new “Interim Measures” that could soon be replaced by an omnibus regime, represent the latest element in the Chinese regulatory framework on AI, by reflecting the intention to shape its own governance model. 

It remains to be seen how China’s approach shapes the development and use of generative AI in the country and whether it serves to encourage the development of this ground-breaking technology.

Many other countries have prepared dedicated action plans for the digital economy, such as the European Union and its 27 Member Countries, the United States, the United Kingdom, Japan, India, UAE, Saudi Arabia or Singapore.

The European Union is finalizing a first-of-its-kind AI Act related to decisions on job or loan applications, with the aim to control or even ban "high-risk" AI systems.

The EU rules would force companies to disclose their source of data for creating and training their models. Through these control mechanisms, the companies could be liable for misuse of the technology.

The "EU AI Act" is a piece of prescriptive product safety legislation that seeks to provide a structure for day-to-day AI lifecycle management. It will be applicable generally to the development, trade, and use of AI-driven products, services, and systems across different sectors within the EU. Instead of regulating AI technologies by type, AI practices posing unacceptable risks are prohibited, while at the other end of the spectrum, AI systems with low and minimal risks are not subject to any obligations and AI systems with high risk and limited risk fall in the middle. A new European AI Office is to be established and will be responsible for implementing the EU AI Act, by issuing opinions, recommendations, and guidance. The EU has been characteristically first to jump with its AI Act, expected to be fully approved by the end of the year. 
Even though, European companies sound alarm over AI law draft, opinion have been expressed that Brussels has moved too soon to try to regulate a technology that is still “a moving target”. 

Many US tech executives see it as a deliberate protectionist move by the EU, slapping limitations on a group of mainly American companies that dominate the AI industry.

UK has opted for a more prescriptive and “horizontal” (or “cross-sectoral”) approach by adopting a principle- based and sectoral approach in regulating AI. Rather than regulating AI through legislation, it has issued a white paper outlining five principles (security, transparency, fairness, accountability, and contestability) that UK regulators should consider to best facilitate the safe and innovative use of AI in the sectors they oversee. 

The US, on the other hand, appears to be taking a wait-and-see approach in regulating AI. While there is currently no comprehensive federal AI legislation. The US, meanwhile, has so far let the industry self-regulate, with Microsoft, OpenAI, Google, Amazon and Meta signing a set of voluntary commitments at the White House in July. In May, hundreds of leading figures in artificial intelligence issued a joint statement describing the existential threat the technology they helped to create poses to humanity.
 Tech companies have been loud in voicing the need for AI to be controlled, but ideas on how to regulate the models and their creators have diverged widely by region, and the US regulators are satisfied with AI-specific laws in some states that address privacy, security, and anti-discrimination. the United States Office of Management and Budget is developing guidance that will establish specific policies that federal departments and agencies must follow to strengthen AI governance, advance AI procurement, and manage algorithmic risk to safeguard American people’s rights and safety. 

For its part, Singapore’s Infocomm Media Development Authority (IMDA) has unveiled one of the world’s first master-planned digital infrastructure to power the country’s next growth chapter. Singapore’s strategic priorities will be to invest ahead of demand, and holistically plan for the entire future-ready digital infrastructure stack – hard infrastructure, physical-digital infrastructure, and soft infrastructure. 

In April 2023, Japan hosted the G7 Digital and Technology Ministers' Meeting in Takasaki. The Ministers agreed on the Ministerial Declaration, which emphasises the importance of international discussions on the interoperability between different AI governance frameworks and stock-taking of the opportunities and challenges brought by generative AI. 

Responsible use of generative AI, addressing disinformation, safeguarding intellectual property rights, and governing generative AI are among the top priorities for G7 policymakers and require international cooperation with like-minded partners. Other urgent and important issues emphasised by G7 members include privacy and data governance, transparency, fairness and bias, human and fundamental rights, security and robustness of AI systems, and impacts on the functioning of democracy. 

Can EU-AI regulation be used as a model? 

Regulatory efforts to date are in their infancy and still inadequate. The EU's AI Act is considered the most ambitious attempt at AI governance, but it may not keep up with the rapid advancements in AI models and it is rather local to EU needs. However, local regimes must be aligned with other countries so that the technology — which is not limited by borders — can be fully controlled. These wildly divergent approaches risk tying the AI industry up in red tape. 

Others are attempting to co-ordinate a common approach. In May, the leaders of the G7 nations commissioned a working group to harmonise regulatory and to ensure legislation is inter-operable between member countries.In November 2023, The UK is hosting a global AI summit to discuss how international co-ordination on regulation can mitigate risk.
Global AI governance requires a tailored approach that involves all stakeholders . It should aim to prevent risks before they materialize and place the burden of proving AI system safety on developers and owners.

Industry self-regulation is an important first step, but there is a need for standard-setting processes, registration and reporting requirements, and compliance mechanisms to regulate frontier AI models effectively. Regulatory sandboxes can provide controlled environments for testing and developing innovative technologies while ensuring compliance with safety and ethical standards.

Today, Regulators around the world are grappling with the 
challenges posed by artificial intelligence (AI) and emerging technologies. The European Union (EU) is finalizing the AI Act, which aims to regulate AI systems based on their risk levels. It is considered the most ambitious attempt to govern AI in any jurisdiction, but it will apply in full only beginning in 2026, by which time AI models will have advanced beyond recognition. EU initiative, however, does not attempt to govern AI development and deployment at the global level—something that will be necessary for AI governance to succeed. 

For global AI governance to work, it must be tailored to the specific nature of the technology, challenges it poses, and the structure and balance of power in which it operates. But because the evolution, uses, risks, and rewards of AI are unpredictable, AI governance cannot be fully specified at the outset—or at any point in time, it must be as innovative and evolutionary as the technology it seeks to govern.

AI governance must also aim to prevent risks before they materialize rather than mitigate them after the fact. This is especially important because AI could weaken democracy in some countries and make it harder for them to enact regulations.
A more successful mechanism for governance of AI -at the global level -could comprise a multi-sectoral approach meaning in addition to governments and tech companies, scientists, ethicists, trade unions, civil society organizations, and other voices with knowledge of, power over AI outcomes and stake in its development, to have a seat at the table and to promote its responsible use.
Promote the Best, Prevent the Worst 

Most existing solutions are not easy to implement. Despite all the buzz and chatter coming from world leaders about the need to regulate AI, there is still a lack of political will to do so. Right now, few powerful constituencies favor containing AI—and all incentives point toward continued inaction. But designed well, an AI governance regime of the kind could suit all interested parties, enshrining principles and structures that promote the best in AI while preventing the worst. The alternative—uncontained AI—would not just pose unacceptable risks to global stability; it would also be bad for business and run counter to every country’s national interest.

At the same time, we should not lose sight of other emerging technologies such as Quantum computing, biotechnology, nanotechnology, and robotics that have also the potential to fundamentally reshape the world. 

Successfully governing AI will help the world successfully govern those technologies as well. 

To address the challenges ahead, Industry self-regulation is an important first step. Beyond, at least three building blocks for the regulation of frontier models are needed: (1) standard-setting processes to identify appropriate requirements for frontier AI developers, (2) registration and reporting requirements to provide regulators with visibility into frontier AI development processes, and (3) mechanisms to ensure compliance with safety standards for the development and deployment of frontier AI models. 
A multi-sectoral approach to AI governance would involve the development of comprehensive regulatory frameworks that address the specific nature of AI, its challenges, and the structure of power in which it operates. 

In conclusion, a tailored and collaborative approach to global AI governance is necessary. By promoting the best aspects of AI and preventing potential risks, stakeholders can create regulatory frameworks that benefit society, protect individuals' rights, and promotes national interest.
Thank you!

